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Abstract

Order statistics, record values and several other model of ordered random
variables can be viewed as special case of generalized order statistics (gos)
[Kamps, 1995]. Pawlas and Szynal (2001) introduced the concept of lower
generalized order statistics (lgos) to enable a common approach to descend-
ing ordered rv ’s like reversed order statistics and lower record values. In
this paper some recurrence relations for single and product moments of
lower generalized order statistics from power function distribution [gener-
alized uniform distribution (Proctor, 1987)] have been derived. Further,
explicit expressions for single and product moments are obtained and at
the end a characterization theorem is given.
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1 Introduction

The concept of lower generalized order statistics (lgos) is given by Pawlas and Szynal
(2001) as follows:

Let n ≥ 2 be a given integer and m̃ = (m1,m2, . . . ,mn−1) ∈ ℜn−1, k ≥ 1 be the
parameters such that



126 International Journal of Statistical Sciences, Vol. 11s, 2011

γi = k + n− i+

n−1
∑

j=i

mj ≥ 0 for 1 ≤ i ≤ n− 1.

The random variables X∗(1, n, m̃, k),X∗(2, n, m̃, k), . . . ,X∗(n, n, m̃, k) are said to be
lower generalized order statistics from an absolutely continuous distribution function
F () with the probability density funtion (pdf) f(), if their joint density function is of
the form

k
(

n−1
∏

j=1

γj

)(

n−1
∏

i=1

[

F (xi)
]mif(xi)

)

[

F (xn)
]k−1

f(xn) (1)

for F−1(1) > x1 ≥ x2 ≥ . . . ≥ xn > F−1(0).

If m = 0, k = 1, we obtain the joint pdf of the order statistics and for m = −1, k ∈ N ,
we get k − th lower record values.

The work of Burkschat et al. (2003) may also be seen for dual (lower) generalized order
statistics. For characterization of power function distribution through properties of
lgos, one may refer to Ahsanullah (2005) and Mbah and Ahsanullah (2007).

A random variable X is said to have the generalized uniform (power function) distri-
bution if its pdf is of the form

f(x) =
α+ 1

θα+1
xα, 0 < x < θ (2)

with df

F (x) =
(x

θ

)α+1
, 0 < x < θ (3)

where α > −1 is the shape parameter and θ > 0 is the threshold parameter.

Now in view of (2) and (3), we have

F (x) =
x

α+ 1
f(x). (4)

The generalize uniform distribution is a uniform distribution at α = 0 and is a standard
power distribution at θ = 1.
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2 Single Moments

Case I: γi 6= γj ; i 6= j = 1, 2, . . . , n− 1.

In view of (1) the pdf of r − th lower generalized order statistic X∗(r, n, m̃, k) is

fX∗(r,n,m̃,k)(x) = Cr−1f(x)
r

∑

i=1

ai(r)
[

F (x)
]γi−1

(5)

where,

Cr−1 =
r
∏

i=1

γi, γi = k + n− i+
n−1
∑

j=i

mj > 0

and

ai(r) =

r
∏

j=1
j 6=i

1

(γj − γi)
, 1 ≤ i ≤ r ≤ n.

Theorem 2.1: For distribution as given in (2) and n ∈ N, m̃ ∈ R, k > 0, 1 ≤ r ≤ n,

E
[

X∗(r, n, m̃, k)
]j

=
(α+ 1)γr

j + (α+ 1)γr
E
[

X∗(r − 1, n, m̃, k)
]j
. (6)

Proof: We have Athar at el. (2008),

E
[

ξ{X∗(r, n, m̃, k)}
]

−E
[

ξ{X∗(r − 1, n, m̃, k)}
]

= −Cr−2

∫ β

α

ξ′(x)

r
∑

i=1

ai(r)
[

F (x)
]γi dx.

Let ξ(x) = xj, then

E
[

X∗(r, n, m̃, k)
]j

−E
[

X∗(r − 1, n, m̃, k)
]j

= −Cr−2 j

∫ β

α

xj−1
r

∑

i=1

ai(r)
[

F (x)
]γi dx.

Now in view of (4), we get

E
[

X∗(r, n, m̃, k)
]j

−E
[

X∗(r − 1, n, m̃, k)
]j

= −
j

(α+ 1)γr
Cr−1

∫ β

α

xj
r

∑

i=1

ai(r)
[

F (x)
]γi−1

f(x) dx
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and hence the result.

Case II: mi = mj , i 6= j = 1, 2, . . . , n− 1.

The pdf of X∗(r, n,m, k) is given as:

fX∗(r,n,m,k)(x) =
Cr−1

(r − 1)!

[

F (x)
]γr−1

f(x)gr−1
m

(

F (x)
)

, (7)

where,

Cr−1 =
r
∏

i=1

γi , γi = k + (n− i)(m+ 1),

hm(x) =







−
1

m+ 1
xm+1 , m 6= −1

− log x , m = −1

and gm(x) = hm(x)− hm(1), x ∈ (0, 1).

Theorem 2.2: For distribution as given in (2) and n ∈ N, m ∈ ℜ, k > 0, 1 ≤ r ≤ n,

E
[

X∗(r, n,m, k)
]j

=
(α+ 1)γr

j + (α+ 1)γr
E
[

X∗(r − 1, n,m, k)
]j
, (8)

E
[

X∗(r, n,m, k)
]j

= θj (α+ 1)r
r
∏

i=1

γi

j + γi(α+ 1)
. (9)

Proof: (8) can be established in view of Athar at el. (2008) and (4) on the lines of
Theorem 2.1.

Since X∗(0, n,m, k) = θ, the maximum of X in the power function distribution, we
have

E
[

X∗(r, n,m, k)
]j

=
(α+ 1)γ1

j + (α + 1)γ1
θj. (10)

(9) can be established by writing (8) recursively and using (10) as initial value.

Remark 2.1: Recurrence relation for single moments of order statistics (at m =
0, k = 1) is

E(Xj
n−r+1:n) =

(α+ 1)(n − r + 1)

j + (α+ 1)(n − r + 1)
E(Xj

n−r+2:n)
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= θj (α+ 1)r
r
∏

i=1

(n − i+ 1)

j + (n − i+ 1)(α + 1)
.

Replacing (n − r + 1) by (r − 1), we have

E(Xj
r:n) =

j + (α+ 1)(r − 1)

(α+ 1)(r − 1)
E(Xj

r−1:n)

as obtained by Malik (1967),

or,

E(Xj
r:n) =

n(α+ 1)

n(α+ 1) + j
E(Xj

r−1:n−1)

as obtained by Khan el al. (1983).

Remark 2.2: Recurrence relation for single moments of k − th lower record will be

E(X(k)
r )j =

(α+ 1)k

j + 1 + (α+ 1)k
E(X

(k)
r−1)

j

as obtained by Bieniek and Szynal (2002),

and

E(X(k)
r )j = θj

( (α+ 1)k

j + (α+ 1)k

)r

.

3 Product Moments

Case I: γi 6= γj ; i 6= j = 1, 2, . . . , n− 1

The joint probability density function (pdf) of r−th and s−th lower generalized order
statistics is

fX∗(r,n,m̃,k),X∗(s,n,m̃,k)(x, y) = Cs−1

(

s
∑

i=r+1

a
(r)
i (s)

[F (y)

F (x)

]γi
)

×
(

r
∑

i=1

ai(r)[F (x)]γi
) f(x)

F (x)

f(y)

F (y)
, α ≤ y < x ≤ β. (11)

where,

a
(r)
i (s) =

s
∏

j=r+1
j 6=i

1

γj − γi
, r + 1 ≤ i ≤ s ≤ n.
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Theorem 3.1: For distribution as given in (2). Fix a positive integer k and for
n ∈ N, m̃ ∈ R, 1 ≤ r < s ≤ n,

E
[

(X∗(r, n, m̃, k))i.(X∗(s, n, m̃, k))j
]

=
(α+ 1)γs

j + (α+ 1)γs
E
[

(X∗(r, n, m̃, k))i.(X∗(s− 1, n, m̃, k))j
]

. (12)

Proof: We have Athar at el. (2008),

E
[

ξ{X∗(r, n, m̃, k),X∗(s, n, m̃, k)}
]

− E
[

ξ{X∗(r, n, m̃, k),X∗(s− 1, n, m̃, k)}
]

= −Cs−2

∫ ∫

α≤y<x≤β

∂

∂y
ξ(x, y)

s
∑

i=r+1

a
(r)
i (s)

[F (y)

F (x)

]γi

×

r
∑

i=1

ai(r)[F (x)]γi
f(x)

F (x)
dy dx. (13)

Now consider ξ(x, y) = ξ1(x).ξ2(y) = xi.yj in (13), then in view of (4) we get

E
[

(X∗(r, n, m̃, k))i.(X∗(s, n, m̃, k))j
]

− E
[

(X∗(r, n, m̃, k))i.(X∗(s− 1, n, m̃, k))j
]

= −
jCs−1

γs(α+ 1)

∫ θ

0

∫ x

0
xiyj

s
∑

i=r+1

a
(r)
i (s)

[F (y)

F (x)

]γi

×

r
∑

i=1

ai(r)[F (x)]γi
f(x)

F (x)

f(y)

F (y)
dy dx,

which leads to (12).

Case II: mi = mj = m; i 6= j = 1, 2, . . . , n− 1.

The joint pdf of X∗(r, n,m, k) and X∗(s, n,m, k), 1 ≤ r < s ≤ n is given as

fX∗(r,n,m,k),X∗(s,n,m,k)(x, y) =
Cs−1

(r − 1)!(s − r − 1)!
[F (x)]mf(x) gr−1

m

(

F (x)
)

×[hm
(

F (y)
)

− hm
(

F (x)
)

]s−r−1f(y)[F (y)]γs−1, x > y (14)
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Theorem 3.2: For distribution as given in (2). Fix a positive integer k and for
n ∈ N, m ∈ R, 1 ≤ r < s ≤ n,

E
[

(X∗(r, n,m, k))i.(X∗(s, n,m, k))j
]

=
(α+ 1)γs

j + (α+ 1)γs
E
[

(X∗(r, n,m, k))i.(X∗(s− 1, n,m, k))j
]

, (15)

and

E
[

(X∗(r, n,m, k))i.(X∗(s, n,m, k))j
]

= (α+ 1)s θi+j
(

r
∏

u=1

γu

(α+ 1)γu + i+ j

)(

s
∏

v=r+1

γv

(α+ 1)γv + j

)

. (16)

Proof: (15) can be proved on the lines of Theorem 3.1. To obtain (16), we write (15)
recursively.

Remark 3.1: Recurrence relation for product moments of order statistics (at m =
0, k = 1) is

E[Xi
n−r+1:n.X

j
n−s+1:n] =

(α+ 1)(n − s+ 1)

j + (α+ 1)(n − s+ 1)
E[Xi

n−r+1:n.X
j
n−s+2:n]

= (α+ 1)s θi+j
(

r
∏

u=1

(n− u+ 1)

(α+ 1)(n − u+ 1) + i+ j

)(

s
∏

v=r+1

(n − v + 1)

(α+ 1)(n − v + 1) + j

)

.

That is

E[Xi
r:n.X

j
s:n] =

j + (α+ 1)(s − 1)

(α+ 1)(s − 1)
E[Xi

r:n.X
j
s−1:n], 1 ≤ r < s ≤ n, (s − r) ≥ 1.

Remark 3.2: Recurrence relation for product moments of k − th record values will
be

E[(X(k)
r )i.(X(k)

s )j ] =
(α+ 1)k

j + (α+ 1)k
E[(X(k)

r )i.(X
(k)
s−1)

j ]

= θi+j
( (α+ 1)k

i+ j + (α+ 1)k

)r( (α+ 1)k

j + (α+ 1)k

)s−r

.

Remark 3.3: At i = 0, we obtain recurrence relation for single moments as given in
(8) and (9).
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4 Characterization

Let X∗(r, n,m, k), r = 1, 2, . . . , n be lgos, then the conditional pdf of X∗(s, n,m, k)
given X∗(r, n,m, k) = x, 1 ≤ r < s ≤ n, in view of (7) and (14) is

fX∗(s,n,m,k)|X∗(r,n,m,k)(y|x) =
Cs−1

(s− r − 1)!Cr−1
[F (x)]m−γr+1

×[hm(F (y)) − hm(F (x))]s−r−1[F (y)]γs−1f(y). (17)

Theorem 4.1: Let X∗(r, n,m, k), r = 1, 2, . . . , n be lgos based on continuous distri-
bution function F (). Then for two consecutive values r and r + 1, 2 ≤ r+ 1 ≤ s ≤ n,
the conditional expectation of lgos X∗(s, n,m, k) given X∗(r, n,m, k) = x, is given by

E[X∗(s, n,m, k)|X∗(l, n,m, k) = x] = as|lx, l = r, r + 1 (18)

if and only if X has the df

F (x) =
(x

θ

)α+1
, 0 < x < θ (19)

where,

as|l =

s
∏

i=l+1

(α+ 1)γi
1 + (α+ 1)γi

.

proof: We have for s ≥ r + 1,

gs|r = E[X∗(s, n,m, k)|X∗(r, n,m, k) = x]

=
Cs−1

Cr−1(s− r − 1)!

1

(m+ 1)s−r−1

×

∫ x

α

y
(F (y)

F (x

)γs−1[

1−
(F (y))m+1

(F (x))m+1

]s−r−1 f(y)

F (x)
dy (20)

Let u = F (y)
F (x) =

(

y
x

)α+1
, then y = x u

1
(α+1) .

Thus (20) becomes

E[X∗(s, n,m, k)|X∗(r, n,m, k) = x]

=
Cs−1

Cr−1(s − r − 1)!

1

(m+ 1)s−r−1

∫ 1

0
x u

1
(α+1)uγs−1[1− um+1]s−r−1du.
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Set um+1 = t to get

E[X∗(s, n,m, k)|X∗(r, n,m, k) = x]

=
Cs−1

Cr−1(s− r − 1)!

1

(m+ 1)s−r

∫ 1

0
x t

1
(α+1)(m+1)

+ γs−1
m+1

− m
m+1 [1− t]s−r−1dt

= as|rx,

where,

as|r =

s
∏

i=r+1

(α+ 1)γi
1 + (α + 1)γi

[Khan and Alzaid, 2004].

To show that (18) implies (19), we have

gs|r+1(x)− gs|r(x) = as|r+1x− as|rx = (as|r+1 − as|r)x

=
as|r

(α+ 1)γr+1
x.

Therefore,

1

γr+1

g′
s|r(x)

gs|r+1(x)− gs|r(x)
=

(α+ 1)

x
(21)

and hence

f(x)

F (x)
=

(α+ 1)

x
.

Implying that

F (x) =
(x

θ

)(α+1)
, 0 < x < θ.
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